TWITTER SCORECARD:

TRACKING TWITTER’S PROGRESS IN ADDRESSING VIOLENCE AND ABUSE AGAINST WOMEN ONLINE IN THE UNITED STATES
Amnesty International is a global movement of more than 7 million people who campaign for a world where human rights are enjoyed by all.

Our vision is for every person to enjoy all the rights enshrined in the Universal Declaration of Human Rights and other international human rights standards.

We are independent of any government, political ideology, economic interest or religion and are funded mainly by our membership and public donations.
1. INTRODUCTION

Twitter is a social media platform used by hundreds of millions of people around the world to debate, network and share information with each other. As such, it can be a powerful tool for people to make connections and express themselves. But for many women and non-binary persons, Twitter is a platform where violence and abuse against them flourishes, often with little accountability.\(^1\)

In 2017, Amnesty International commissioned an online poll of women in 8 countries about their experiences of abuse on social media platforms and used data science to analyze the abuse faced by women Members of Parliament (MPs) on Twitter prior to the UK’s 2017 snap election.\(^2\) In March 2018, Amnesty International released *Toxic Twitter: Violence and abuse against women online*, a report exposing the scale, nature and impact of violence and abuse directed towards women in the USA and UK on Twitter.\(^3\) Our research found that the platform had failed to uphold its responsibility to protect women’s rights online by failing to adequately investigate and respond to reports of violence and abuse in a transparent manner, leading many women to silence or censor themselves on the platform. While Twitter has made progress in addressing this issue since 2018, the company continues to fall short on its human rights responsibilities and must do more to protect women’s rights online.

Such persistent abuse undermines the right of women and non-binary persons to express themselves equally, freely and without fear. As Amnesty International described in *Toxic Twitter*: “Instead of strengthening women’s voices, the violence and abuse many women and non-binary persons experience on the platform leads them to self-censor what they post, limit their interactions, and even drives them off Twitter completely.” Moreover, as highlighted in our research, the abuse experienced is highly intersectional, targeting women of color, women from ethnic or religious minorities, women belonging to marginalized castes, lesbian, bisexual or transgender women and women with disabilities.

Since the release of *Toxic Twitter* in March 2018, Amnesty International has published a series of other reports – including the Troll Patrol study in December 2018, in which Amnesty International and Element AI collaborated to survey millions of tweets received by 778 journalists and politicians from the UK and US throughout 2017 representing a variety of political views, spanning the ideological spectrum.\(^4\) Using cutting-edge data science and machine learning techniques, we were able to provide a quantitative analysis of the unprecedented scale of online abuse against women in the UK and USA.

In November 2019, Amnesty International published research looking at violence and abuse against women on several social media platforms including Twitter in Argentina in the lead up to and during the country’s abortion legalization debates.\(^5\) In January 2020, Amnesty International published further research measuring the scale and nature of online abuse faced by women politicians in India during

\(^1\) Similar abuse also occurs on other platforms including Facebook and Instagram. This report card focuses specifically on Twitter, following Amnesty International’s previous research on Twitter, as described below.


the 2019 General Elections of India. Amnesty International’s research detailed further instances of violence and abuse against women on the platform, this time in diverse geographical and linguistic contexts, prompting renewed calls for Twitter to address this urgent and ongoing issue. All of these reports concluded with concrete steps Twitter should take to meet its responsibilities to respect human rights in the context of violence and abuse against women on the platform.

In September 2020, Amnesty International published the first Twitter Scorecard. This Scorecard was designed to track Twitter’s global progress in addressing abusive speech against ten indicators, covering transparency, reporting mechanisms, the abuse report review process, and enhanced privacy and security features. These indicators were developed based on recommendations that Amnesty International has made in the past regarding how Twitter can best address abusive and problematic content.

This is the second edition of the Scorecard, tracking what progress, if any, Twitter has made over the last year as against these ten indicators. Though Twitter has made some progress, it is far from enough. They have increased the amount of information available through their Help Center and Transparency Reports, while also launching new public awareness campaigns, expanding the scope of their hateful conduct policy to include language that dehumanizes people based on religion, age, disability or disease, and improving their reporting mechanisms and privacy and security features.

These are important steps; that said, the problem remains. Twitter must do more in order for women and non-binary persons – as well as all users, in all languages – to be able to use the platform without fear of abuse.

---


8. In addition to this report focused on the United States, Amnesty International is also simultaneously releasing reports focused on this issue in Argentina and the United States.


2. WHAT IS VIOLENCE AND ABUSE AGAINST WOMEN AND GENDER NON-BINARY PERSONS ONLINE?

According to the UN Committee on the Elimination of Discrimination against Women, gender-based violence includes "violence which is directed against a woman because she is a woman or that affects women disproportionately, and, as such, is a violation of their human rights." The Committee also states that gender-based violence against women includes (but is not limited to) physical, sexual, psychological or economic harm or suffering to women as well as threats of such acts. This may be facilitated by online mediums.

The UN Committee on the Elimination of Discrimination against Women (CEDAW) uses the term 'gender-based violence against women' to explicitly recognize the gendered causes and impacts of such violence. The term gender-based violence further strengthens the understanding of such violence as a societal - not individual - problem requiring comprehensive responses. Moreover, CEDAW states that a woman’s right to a life free from gender-based violence is indivisible from, and interdependent on, other human rights, including the rights to freedom of expression, participation, assembly and association.

According to the Report of the UN Special Rapporteur on violence against women: "The definition of online violence against women therefore extends to any act of gender-based violence against women that is committed, assisted or aggravated in part or fully by the use of ICT, such as mobile phones and smartphones, the Internet, social media platforms, email, against a woman because she is a woman, or affects women disproportionately."

Violence and abuse against women on social media, including Twitter, includes a variety of experiences such as direct or indirect threats of physical or sexual violence, abuse targeting one or more aspects of a woman’s identity (e.g. racism, transphobia, etc.), targeted harassment, privacy violations such as "doxing" – i.e. uploading private identifying information publicly with the aim to cause alarm or distress, and the sharing of sexual or intimate images of a woman without her consent. Sometimes one or more forms of such violence and abuse will be used together as part of a coordinated attack against an individual, which is often referred to as a 'pile-on'. Individuals who engage in a pattern of targeted harassment against a person are often called 'trolls'.

3. **TWITTER’S HUMAN RIGHTS RESPONSIBILITIES**

Companies, wherever they operate in the world, have a responsibility to respect all human rights. This is an internationally endorsed standard of expected conduct. The corporate responsibility to respect human rights requires Twitter to take concrete steps to avoid causing or contributing to human rights abuses and to address human rights impacts with which they are involved, including by providing effective remedy for any actual impacts. It also requires them to seek to prevent or mitigate adverse human rights impacts directly linked to their operations or services by their business relationships, even if they have not contributed to those impacts. In practice, this means Twitter should be assessing – on an ongoing and proactive basis – how its policies and practices impact on users’ rights to non-discrimination, freedom of expression and opinion, freedom of assembly and association, as well other rights, and take steps to mitigate or prevent any possible negative impacts.

4. **DEFINITION OF ABUSIVE AND PROBLEMATIC CONTENT**

**ABUSIVE CONTENT** Tweets that promote violence against or threaten people based on their race, ethnicity, caste, national origin, sexual orientation, gender, gender identity, religious affiliation, age, disability, or serious disease. Examples include physical or sexual threats, wishes for the physical harm or death, reference to violent events, behavior that incites fear or repeated slurs, epithets, racist and sexist tropes, or other content that degrades someone.

**PROBLEMATIC CONTENT** Tweets that contain hurtful or hostile content, especially if repeated to an individual on multiple occasions, but do not necessarily meet the threshold of abuse. Problematic tweets can reinforce negative or harmful stereotypes against a group of individuals (e.g. negative stereotypes about a race or people who follow a certain religion). We believe that such tweets may still have the effect of silencing an individual or groups of individuals. However, we do acknowledge that problematic tweets may be protected expression and would not necessarily be subject to removal from the platform.

---

5. VIOLENCE AND ABUSE AGAINST WOMEN AND GENDER NON-BINARY PERSONS ON TWITTER IN THE UNITED STATES

Twitter has approximately 69 million users in the United States,\(^21\) of whom 32% (22 million) are women. In the United States Twitter has made some progress in addressing violence and abuse against women and gender non-binary persons on the platform. A 2017 survey commissioned by Amnesty International found that 33% of women using the platform in the United States said that they had experienced online abuse or harassment at least once.\(^22\) A follow-up survey commissioned by Amnesty International in 2021 found that 23% of women using the platform reported experiencing online abuse or harassment at least once.\(^23\) Though this improvement is welcome, it is not nearly enough – the fact that more than one in five women using the platform still experience abuse shows just how much more work Twitter must do.

When asked whether Twitter has gotten better, worse or stayed the same at addressing hateful and abusive content on the platform, 59% of the women surveyed in 2021 answered “the same,” while 18% said that the platform had gotten better and 23% said the platform had gotten worse.\(^24\)

For the *Toxic Twitter* report in 2018, Amnesty International interviewed a range of women public figures including politicians, journalists, activists, bloggers, writers, comedians and games developers about their experiences on Twitter. In August 2021, Amnesty International conducted follow-on interviews with six of the women profiled in the initial *Toxic Twitter* report, to see if their experiences on the platform had improved over the last three years. The interviews were semi-structured and focused on the interviewees’ experiences of abuse on Twitter, reporting abuse on the platform and Twitter’s response to these reports, and whether or not they have seen a decline in the abuse they receive on Twitter over the past two years.

Overall, the violence and abuse experienced by women on Twitter has a “detrimental effect” on the rights of women to express themselves “equally, freely, and without fear.”\(^25\)

EXPERIENCES OF ABUSE ON TWITTER

The *Toxic Twitter* Report revealed that “violence and abuse against women on Twitter comes in many forms and targets women in different ways”.\(^26\) The abuse often contains sexual and or misogynistic remarks and may target different aspects of a women’s identity, such as their race, gender, or sexuality. The interviewees experienced a range of abusive tweets, some of which threatened violence, rape, or death.

---

\(^{21}\) 36 Twitter Stats All Marketers Need to Know in 2021, Hootsuite, 2021, available at: https://blog.hootsuite.com/twitter-statistics/.


\(^{23}\) Online survey of 500 women users of Twitter, commissioned by Amnesty International and conducted by RIWI between 26 August and 13 September 2021.

\(^{24}\) Online survey of 500 women users of Twitter, commissioned by Amnesty International and conducted by RIWI between 26 August and 13 September 2021.


In 2018, Sally Kohn, writer, TV commentator and author of *The Opposite Of Hate: A Field Guide To Repairing Our Humanity* told Amnesty International: “The abuse on Twitter is sort of constant. And it’s disturbing when you recognize that is so kind of constant and normalized that you don’t even notice it anymore…I can’t find the reasonable stuff amongst the trolls, I really can’t.”27 When asked recently whether her experiences on the platform had improved, she responded: “Over the past few years, I’ve increasingly stopped posting on Twitter and have definitely stopped engaging. It’s increasingly a cesspool.”28

Similarly, in 2018 comics writer Kelly Sue DeConnick reported: “What I fear is the kind of action that can be taken from behind a keyboard to jeopardize my safety or that of my family, our sense of well-being.”29 Speaking to Amnesty International in October of 2021, she said:

“Generally speaking, I don’t think anything has really changed [since 2018]. Abuse on Twitter comes and goes in waves. There’s no way to know when abuse is going to happen… People don’t understand that if you are a woman with a presence on the internet that abuse is just a semi-regular part of your life.”30

A few women reported some improvement, but noted that it is still far too little. For instance, in 2018, reproductive rights advocate Pamela Merritt reported: “After five years of online harassment coupled with offline harassment, I have basically reconciled with the fact that I’m prepared to die for the work I do. That might happen. If you get 200 death threats, it only takes one person who really wants to kill you.”31 Speaking to Amnesty International in October of 2021, she said: “The direct threats and abusive language have gotten less frequent over the last few years. Part of that is due to the ability to report, as well as blocking and muting. I also use the app differently today as a result of past abuse.”32

Similarly, as reproductive rights advocate Erin Matson recounted in the 2018 *Toxic Twitter* report: “Most of the harassment I received is on Twitter. It’s very fast paced and people send you horrible images. One time I tweeted that white people need to be accountable towards racism and I started getting images of death camps.”33 In October 2021 Matson said: “Twitter has made some progress. Basic safeguards like muting and hiding replies are helpful. It’s a little less like the wild west…[however] harassment remains a major issue especially in terms of targeting women. There is a huge amount of toxic speech directed in particular at trans women, especially trans women of color.”34

In 2018 writer and blogger Alyssa Royse said: “It felt scary going back online after the abuse I experienced. It was anxiety filled…It’s some form of social media PTSD.”35 When she spoke to Amnesty International in October 2021, she reported: “Twitter is making an attempt to remove toxic and damaging people – but it feels very token-y. In reality many people – and especially women and people of color – are still being harassed…I still have the same sense of social media PTSD. I am a person of privilege and even I am still afraid to speak my mind because I don’t know what will come back at me.”36

30. Amnesty International USA Interview with Kelly Sue DeConnick, 4 October 2021.
32. Amnesty International USA Interview with Pamela Merritt, 4 October 2021.
34. Amnesty International USA Interview with Erin Matson, 5 October 2021.
36. Amnesty International Interview with Alyssa Royse, 4 October 2021.
In 2018 reproductive rights advocate Renee Bracey Sherman explained: "The harassment on Twitter lasted two to two and a half weeks. I was dealing with so much hate and I had never experienced so much. Someone tweeted at me saying they hoped I would get raped over and over again...that's when I was like this isn't the normal shit I am used to...I threw my phone under the couch and hid in bed. I left social media for 6 weeks." More recently she said: "Twitter has done some things to lessen harassment – hiding replies, etc. – yet there still aren’t enough ways to deal with harassment on the platform...The features they come up with don’t address the actual issue – they are a band aid, and don’t address the root problem, which is that they allow white supremacists and racists to use the platform. Twitter is completely incapable of making these changes because the platform is built to drive tweets and likes, including through outrage." Further, this constant abuse and harassment has meant that women often have to invest considerable time in blocking, filtering and muting content – it has also driven a number of women to change the way that they use the platform. According to Sherman: "The experience I have on Twitter isn’t ‘real’ – I curate it through third-party tools of my own choosing like Block Party. Imagine if I didn’t have to use these third-party tools. Imagine if I didn’t have to rely on third-party tools to have a decent experience on the platform." Sherman further explained that in order to have a “usable” experience on the platform, she has had to do all of the following:

- Turn on the quality filter
- Mute 62 different words
- Block 3,754 accounts using Block Party
- Use filters to mute people who don’t follow her, people who have new accounts, people who have default photos, and people who haven’t verified their phone number or email
- Block 13,325 accounts using Block Together
- Turn off all push notifications

A number of women also had suggestions for new tools that Twitter should develop. As writer and blogger Alyssa Royse suggested: "The number one thing Twitter should do is get rid of bot networks – bots run Twitter." Renee Bracey Sherman said: "I’d like to see: the ability to remove myself from lists. Trolls make lists and share them so it’s easier to harass people without following them. I’ve been added to a number of lists with derogatory names like “libtard” and I can’t seem to get off of them.

---

39. What Is Block Party Block Party, https://resources.blockpartyapp.com/faq/what-is-block-party: “Block Party is a social media safety app designed for the realities of online harassment. We allow people who experience regular harassment to safely engage in public conversation on social media, starting with Twitter. With Block Party, you’re in control of what you want to see on Twitter. Set your own content boundaries with Block Party’s filtering options that go beyond Twitter’s native safety features, then keep using Twitter as usual. Filtered content gets tucked away into a Lockout Folder that you can choose to access if and when you want to. Block Party also enables community support by giving you the option to invite trusted friends as Helpers to review and manage your Lockout Folder.”
41. Amnesty International Interview with Renee Bracey Sherman, 5 October 2021.
42. Renee Bracey Sherman email to Amnesty International, 12 October 2021. She went on to say: “Additionally, they just rolled out a feature that allows you to remove someone as a follower without blocking them, which I’ve been doing for years via soft block, but the person can still follow you. This is frustrating because I’d like them to not be able to follow which brings my tweets directly to them for harassment but don’t necessarily want to block them because that brings more attention to it and more harassment.”
EXPERIENCES OF REPORTING ABUSIVE TWEETS

A number of the women interviewed by Amnesty International in October 2021 also criticized Twitter’s reporting process. According to reproductive rights advocate Erin Matson:

“I don’t report abusive tweets – I don’t think it will change anything. I used to report tweets and it never came to anything, so I stopped.”\(^{44}\)

Similarly, reproductive rights advocate Renee Bracey Sherman recently said: “I don’t report anything anymore. Twitter seems to consider blatant threats just a ‘difference of opinion,’ and doesn’t take action. When I did use to report things, it would take Twitter months to respond, and they would almost always say that what I reported was not a violation of their terms of service.”\(^{45}\)

Reproductive rights advocate Pamela Merritt was less dismissive of Twitter’s reporting process, but also highlighted how Twitter’s existing guidelines were still insufficient: “Twitter’s reporting structure isn’t horrible but doesn’t take into account ways people can say racist or homophobic or anti-trans things without violating existing guidelines.”\(^{46}\)

The survey commissioned by Amnesty International also shows that women who are more active on the platform tend to have a different experience of abuse – and reporting abuse – than women who are less active. 40% of women who use the platform more than once a day report experiencing abuse, compared to 33% who use the platform once a day, 31% who use the platform a few times a week, 28% who use the platform once a week, and 13% who use the platform less than once a week.\(^{47}\)

According to the survey, women who use the platform more often are also more likely to report abuse. 84% of women who use the platform numerous times a day have reported abuse, compared to 65% of women who use the platform once a day, 77% who use it a few times a week, 78% who use the platform once a week, and 60% who use the platform less than once a week.\(^{48}\)

Women who use the platform more are also less likely to be satisfied with Twitter’s response when they do report abuse. 25% of women who use the platform numerous times a day were dissatisfied with Twitter’s response when they reported abuse, compared to 14% of women who use the platform once a day, 15% who use it a few times a week, 7% who use the platform once a week, and 11% who use the platform less than once a week.\(^{49}\)

Finally, the survey asked women who chose not to report abuse why they didn’t do so. 100% of the women who use the platform numerous times a week and who didn’t report abuse responded that it was “not worth the effort.”\(^{50}\) This aligns with experiences described by activists like Erin Matson and Renee Bracey Sherman above.

\(^{44}\) Amnesty International Interview with Erin Matson, 5 October 2021.
\(^{45}\) Amnesty International Interview with Renee Bracey Sherman, 5 October 2021.
\(^{46}\) Amnesty International USA Interview with Pamela Merritt, 4 October 2021.
\(^{47}\) Online survey of 500 women users of Twitter, commissioned by Amnesty International and conducted by RIWI between 26 August and 13 September 2021.
\(^{48}\) Online survey of 500 women users of Twitter, commissioned by Amnesty International and conducted by RIWI between 26 August and 13 September 2021.
\(^{49}\) Online survey of 500 women users of Twitter, commissioned by Amnesty International and conducted by RIWI between 26 August and 13 September 2021.
\(^{50}\) Online survey of 500 women users of Twitter, commissioned by Amnesty International and conducted by RIWI between 26 August and 13 September 2021.
THE SILENCING EFFECT

The aim of online violence and abuse against women is to “create a hostile online environment for women with the goal of shaming, intimidating, degrading, belittling or silencing women.” As Amnesty International found in its Toxic Twitter Report, “Twitter’s inadequate response to violence and abuse against women is leading women to self-censor what they post, limit or change their interactions online, or is driving women off the platform altogether.”

As reproductive rights advocate Pamela Merritt explains: “I don’t engage in the same way as before. In the past I would tag organizations or use popular hashtags to amplify my tweets. I do this much less now. I’m not the same person I was before on Twitter. If I’m not in the mood to deal with incoming [abuse], then I don’t share my thoughts…It’s sad that I first have to question whether I’m in a good emotional space before I open an app on my phone.”

Similarly, reproductive rights advocate Erin Matson reports: “I use Twitter less than I used to – I am finding that it’s an app that feels terrible when you spend your time on it.” According to writer and blogger Alyssa Royse: “I have more anxiety logging onto Twitter than other platforms because abuse snowballs faster on Twitter than other platforms.”

As comics writer Kelly Sue DeConnick recently explained: “I try not to let it affect me, but there’s definitely a chilling effect. There are times that I want to post something that is important and true, but I don’t have the two days of life it will take to deal with people taking it out of context… I think about leaving Twitter all the time. I’ll leave it temporarily if I know something is coming that will hit the news cycle – which sadly is when I could use the signal boost the most.”

THE COST OF CONTINUED ABUSE

According to most of the women interviewed by Amnesty, Twitter remains a useful tool. However, continued harassment and abuse exacts a significant cost. As comics writer Kelly Sue DeConnick explained:

“I’m fine with disagreement or critique. I frequently learn from the latter and I’m capable of engaging civilly with the former. I come from an Italian-American family and spent a good deal of my young adult life in New York City — I can handle rude; I’m comfortable with confrontation and raised voices. What we’re talking about here is different. What we’re talking about is co-ordinated abuse, threats, misattribution and slander—much of it for the purpose of monetization on other platforms. This isn’t behavior that’s uncomfortable or ultimately meaningless. This is destructive. I think we have to spell it out for the people who are in positions to make change. This isn’t a bunch of fragile little lilies demanding that the internet be all hugs and kisses and Care Bears; we are people asking to be able to live our lives and do our jobs, to contribute to the extent of our abilities. We aren’t asking to live without conflict or hardship. We are asking for an equal opportunity to exist in the public square. Again: opportunity. We’re not asking to be unfairly weighted…[S]ystematically confining and silencing the voices of more than half the world’s population is going to come at a cost.”

53. Amnesty International USA Interview with Pamela Merritt, 4 October 2021.
55. Amnesty International Interview with Alyssa Royse, 4 October 2021.
56. Amnesty International Interview with Kelly Sue DeConnick, 4 October 2021.
57. Kelly Sue DeConnick email to Amnesty International, received 5 October 2021.
6. SCORECARD METHODOLOGY

This Scorecard synthesizes all of the recommendations we have made to Twitter since 2018 and distills them into ten key recommendations upon which to evaluate the company. These ten recommendations coalesce into four high-level categories: Transparency, Reporting Mechanisms, Abuse Report Review Process, and Privacy & Security Features. We have chosen to focus on these four categories of change because of the positive impact we believe each can have on the experiences of women on Twitter. Increasing transparency is the most important step Twitter can take to identify and properly address problems with its handling of abuse on its platform. Making it as easy as possible for users to report abuse and appeal decisions helps Twitter to collaborate directly with its users to make the platform safer. Improving its processes for reviewing reports of abuse enables Twitter to become more efficient at scale while also maintaining higher levels of accuracy and integrity free from bias. Developing more privacy and security features allows Twitter to directly empower its users to protect themselves.

Each individual recommendation is comprised of one to four separate sub-indicators. We then determine whether Twitter has made progress against each sub-indicator, grading each indicator as either Not Implemented, Work in Progress, or Implemented. Not Implemented means that Twitter has made no progress to implement our recommendations. Work in Progress means that Twitter has made some progress but has not fully implemented our recommendation. Implemented means that the company has implemented our recommendation in full. We based our assessment upon a review of two key sources: first, statements made by Twitter in written correspondences with us since 2018; and second, publicly available information on Twitter’s website, including its policies, Transparency Reports, blog posts, Tweets, and Help Center pages. Ahead of publishing the Scorecard, Amnesty International wrote to Twitter to seek an update on the progress of implementing our recommendations and the company’s response has been reflected.

We use sub-indicators to generate a composite score for each recommendation. If Twitter has made no progress against any of the sub-indicators for a specific recommendation, then we grade Twitter as having Not Implemented that recommendation. If Twitter has made progress on any of the sub-indicators, then we grade Twitter’s efforts for that recommendation as a Work in Progress. If Twitter has fully implemented each sub-indicator, then we grade Twitter as having fully implemented that recommendation. If Twitter has made full progress against some sub-indicators but not others, we grade Twitter’s effort as a Work in Progress. In the context of ongoing public awareness campaigns, we looked at whether these campaigns had addressed all the issues which we raised, as well as whether these campaigns and related materials were available in languages other than English.

A full description of each recommendation and sub-indicator and the reasoning behind our scoring is included below in the section Detailed Description of Indicators.

We intend for these scores to be dynamic as Twitter evolves its handling of violence and abuse against women on its platform. We will track Twitter’s progress by monitoring Transparency Reports, policy updates, feature launches, and other public announcements, in addition to continuing to engage with Twitter directly.

We would also welcome any further relevant input from civil society organizations and academics working on this issue. If you would like to provide such information, please contact Michael Kleinman, Director of Amnesty International and Amnesty International-USA’s Silicon Valley Initiative, at: michael.kleinman@amnesty.org.

---

58. The Report Card takes into account recommendations Amnesty International has made to Twitter across four reports: Toxic Twitter, Troll Patrol US/UK, Troll Patrol India, and Green Hearts Argentina.
## TWITTER’S SCORECARD IN ADDRESSING VIOLENCE AND ABUSE AGAINST WOMEN ONLINE

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>SUBCATEGORY</th>
<th>RECOMMENDATION</th>
<th>SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TRANSPARENCY</strong></td>
<td>Disaggregation</td>
<td>Improve the quality and effectiveness of transparency reports by disaggregating data along types of abuse, geographic region, and verified account status.</td>
<td>WORK IN PROGRESS</td>
</tr>
<tr>
<td></td>
<td>Content Moderators</td>
<td>Increase transparency around the content moderation process by publishing data on the number of moderators employed, the types of trainings required, and the average time it takes for moderators to respond to reports.</td>
<td>NOT IMPLEMENTED</td>
</tr>
<tr>
<td></td>
<td>Appeals</td>
<td>Increase transparency around the appeals process by publishing the volume of appeals received and outcomes of appeals.</td>
<td>NOT IMPLEMENTED</td>
</tr>
<tr>
<td><strong>REPORTING MECHANISMS</strong></td>
<td>Feature request</td>
<td>Develop more features to gather and incorporate feedback from users at every stage of the abuse reporting process, from the initial report to the decision.</td>
<td>WORK IN PROGRESS</td>
</tr>
<tr>
<td></td>
<td>Appeals</td>
<td>Improve the appeals process by offering more guidance to users on how the process works and how decisions are made.</td>
<td>IMPLEMENTED</td>
</tr>
<tr>
<td></td>
<td>Public campaign</td>
<td>Continue to educate users on the platform about the harms inflicted upon those who fall victim to abuse through public campaigns and other outreach efforts. This should include sending a notification/message to users who are found to be in violation of Twitter’s rules about the silencing impact and risk of mental health harms caused by sending violence and abuse to another user online.</td>
<td>WORK IN PROGRESS</td>
</tr>
<tr>
<td><strong>ABUSE REPORT REVIEW PROCESS</strong></td>
<td>Transparency</td>
<td>Provide clearer examples of what types of behavior rise to the level of violence and abuse and how Twitter assesses penalties for these different types of behavior.</td>
<td>WORK IN PROGRESS</td>
</tr>
<tr>
<td></td>
<td>Automation</td>
<td>Automation should be used in content moderation only with strict safeguards, and always subject to human judgment. As such, Twitter should clearly report out on how it designs and implements automated processes to identify abuse.</td>
<td>WORK IN PROGRESS</td>
</tr>
<tr>
<td><strong>PRIVACY &amp; SECURITY FEATURES</strong></td>
<td>Feature request</td>
<td>Provide tools that make it easier for users to avoid violence and abuse on the platform, including shareable lists of abusive words and other features tailored to the specific types of abuse a user reports.</td>
<td>WORK IN PROGRESS</td>
</tr>
<tr>
<td></td>
<td>Public campaign</td>
<td>Educate users on the platform about the privacy and security features available to them through public campaigns and other outreach channels and make the process for enabling these features as easy as possible.</td>
<td>WORK IN PROGRESS</td>
</tr>
</tbody>
</table>
TRANSPARENCY

1. **Improve the quality and effectiveness of transparency reports by disaggregating data along types of abuse, geographic region, and verified account status.**

Amnesty International took into account four distinct indicators to assess Twitter’s progress:

- Publish the number of reports of abusive or harmful conduct Twitter receives per year. This should include how many of these reports are for directing ‘hate against a race, religion, gender, caste or orientation’, ‘targeted harassment’ and ‘threatening violence or physical harm’. Twitter should also specifically share these figures for verified accounts on the platform. **WORK IN PROGRESS**

- Of the disaggregated reports of abuse, publish the number of reports that are found to be – and not be – in breach of Twitter’s community guidelines, per year and by category of abuse. Twitter should also specifically share these figures for verified accounts on the platform. **WORK IN PROGRESS**

- Publish the number of reports of abuse Twitter receives per year that failed to receive any response from the company, disaggregated by the category of abuse reported and by country. **WORK IN PROGRESS**

- Publish the proportion of users who have made complaints against accounts on the platform and what proportion of users have had complaints made against them on the platform, disaggregated by categories of abuse. **NOT IMPLEMENTED**

To determine whether Twitter had implemented any of these changes, we reviewed its most recent Transparency Report. The most recent Transparency Report – Report 18, covering the period from July to December 2020 – has continued to include the information published in Report 17, including the total accounts actioned for abuse / harassment and hateful conduct (amongst other categories), the number of accounts suspended, and the number of pieces of content removed. The 18th Transparency Report also includes a few new metrics, such as “impressions”, capturing the number of views violative Tweets received prior to removal, and new information about the adoption of two-factor authentication. Twitter is also taking more enforcement action on violative content before it’s even
viewed. In addition Twitter has recently taken steps to establish a verification process informed by a consultation process around the original draft verification policy.

According to the Transparency Report, 82% more accounts were actioned, 9% more accounts suspended, and 132% more content removed compared to the last reporting period. With respect to abuse and harassment, Twitter claims to have deployed more precise machine learning and better detected and took action on violative content, leading to an increase of 142% in accounts actioned compared to the previous reporting period. Regarding enforcement of the hateful conduct policy (which includes content that incites fear and/or fearful stereotypes about protected categories such as gender, sexual orientation, race, ethnicity, or national origin), 77% more accounts were actioned.

The above information is important and indicative of Twitter’s progress to better monitor and report on abusive content online, and report on actions taken to address it. That said, the report still fails to provide data broken down into subcategories of types of abuse; does not offer data broken down on a country level; does not provide data on how many reports of abuse received no response from the company; and does not provide data on the proportion of users who have made complaints. Twitter doesn’t distinguish between verified and unverified accounts, either.

In Twitter’s 2020 response to Amnesty International, it stated that: “While we understand the value and rationale behind country-level data, there are nuances that could be open to misinterpretation, not least that bad actors hide their locations and so can give very misleading impressions of how a problem is manifesting, and individuals located in one country reporting an individual in a different country, which is not clear from aggregate data.”

Twitter’s full response to this report is included as an Annex below.

As explained in our previous version of the scorecard, although Twitter’s response shows some of the considerations at play, Amnesty International is not asking that Twitter provide country-level data about users accused of abuse; instead, Twitter should provide country-level data about users who report abuse, which avoids the issue raised above. Having data on how many users in a given country report abuse, and how this number changes over time, is a critical indicator to help determine whether Twitter’s efforts to address this problem are succeeding in a given country. Twitter could also provide contextual information to correct for potential misinterpretation of the data.

Twitter stresses that “At Amnesty’s request, the transparency report now includes data broken down across a range of key policies detailing the number of reports we receive and the number of accounts we take action on.” However, the transparency report does not provide any data on reported content that failed to receive a response, nor does it provide data on how many reports were reviewed but found to not be in violation of community guidelines. As such, it doesn’t specify how many reports were actually reviewed, as opposed to ignored.

Twitter stated in its response letter that, by the time the Scorecard comes out, the rules page will be available in other languages - we reflected this in our analysis of Indicator 10 below.

71. Twitter Letter to Amnesty, September 27 2021.
76. Twitter letter to Amnesty, 26 August 2020
77. Twitter India Letter to Amnesty, Nov 29, 2019; Twitter Arg. Letter to Amnesty, Jan 16, 2020
2. Increase transparency around the content moderation process by publishing data on the number of moderators employed, the types of trainings required, and the average time it takes for moderators to respond to reports.

Amnesty International took into account three distinct indicators to assess Twitter’s progress:

- Publish the average time it takes for moderators to respond to reports of abuse on the platform, disaggregated by the category of abuse reported. Twitter should also specifically share these figures for verified accounts on the platform.\(^78\) – NOT IMPLEMENTED \(^79\)

- Share and publish the number of content moderators Twitter employs, including the number of moderators employed per region and by language.\(^80\) – NOT IMPLEMENTED \(^81\)

- Share how moderators are trained to identify gender and other identity-based violence and abuse against users, as well as how moderators are trained about international human rights standards and Twitter’s responsibility to respect the rights of users on its platform, including the right for women to express themselves on Twitter freely and without fear of violence and abuse.\(^82\) – NOT IMPLEMENTED \(^83\)

To determine whether Twitter had implemented any of these changes, Amnesty International reviewed its most recent Transparency Report.\(^84\) The report does not include data on the average response time to reports of abuse or the number of content moderators employed broken down by region and language. The report also does not offer any information about the trainings received by content moderators related to gender and identity-based abuse and violence. Other publicly available Twitter pages, such as the Help Center, similarly fail to offer any information about these trainings.

In its response to the previous Scorecard report, Twitter argued that “Measuring a company’s progress or investment on these important and complex issues with a measure of how many people are employed is neither an informative or useful metric, and only serves to further entrench the largest companies with the greatest resources.”\(^85\) Yet Twitter also acknowledged that their “operations were severely impacted by the Covid-19 pandemic during the latter half of 2020, as was the case with the prior reporting period. Varying country-specific Covid-19 restrictions and adjustments within our teams affected the efficiency of our content moderation work and the speed with which we enforced our policies. We increased our use of machine learning and automation to take a wide range of actions on potentially misleading and manipulative content. Like many organizations – both public and private around the world – the disruptions caused by Covid-19 made an impact on our company and are reflected in some of the data shared today.”\(^86\)

Amnesty International firmly believes that the number of content moderators is a critical indicator of Twitter’s overall capacity to respond to reports of abusive and problematic content, especially in terms of showing Twitter’s capacity – or lack thereof – to cover reports of abuse across different countries and

---

78. Amnesty International, Troll Patrol India, p. 49.
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82. Amnesty International, Toxic Twitter, Chap. 8; Amnesty International, Troll Patrol India, p. 49.
83. This indicator is unchanged from the 2020 Twitter Scorecard
85. Twitter Letter to Amnesty, September 27 2021.
languages, and how this changes over time. Even with investments in machine learning to detect online abuse, it is important to have a measure of the number of human moderators reviewing automated decisions. This is especially important during disruptive times such as the Covid-19 pandemic.

The trend towards using machine learning to automate content moderation online also poses risks to human rights. For example, David Kaye, former UN Special Rapporteur on Freedom of Expression, has noted that “automation may provide value for companies assessing huge volumes of user-generated content.”


91. This indicator is unchanged from the 2020 Twitter Scorecard

92. Amnesty International, Troll Patrol India, p. 49.

93. This indicator is unchanged from the 2020 Twitter Scorecard

3. Increase transparency around the appeals process by publishing the volume of appeals received and outcomes of appeals.

Amnesty International took into account two distinct indicators to assess Twitter’s progress:

- Share and publish the number of appeals received for reports of abuse, and the proportion of reports that were overturned in this process, disaggregated by category of abuse. **NOT IMPLEMENTED**

- Publish information regarding the criteria and decision for granting appeals (or not), year and country-specific number of appeals received, with outcomes. **NOT IMPLEMENTED**

To determine whether Twitter had implemented any of these changes, Amnesty International reviewed its most recent Transparency Report, relevant Help Center pages, Tweets, and various letters. The report does not provide any data on appeals or any of the criteria used to make decisions on appeals. This is despite Twitter’s assurance that “we remain committed to expanding our future transparency reports with more granular data, including appeals data, and that goal remains a work in progress.”

That said, Twitter has taken steps to improve transparency in the product itself, where users can receive information related to appeals in-app. Twitter has also started prompting users whether
they wish to appeal for a sensitive media or misinformation label, as well as implementing in-app suspension banners.\textsuperscript{97} However, this information is user-specific, and doesn’t provide platform-wide information on an aggregate level.

\section*{REPORTING MECHANISMS}

\textbf{4. Develop more features to gather and incorporate feedback from users at every stage of the abuse reporting process, from the initial report to the decision.}

Amnesty International took into account three distinct indicators to assess Twitter’s progress:

\begin{itemize}
\item Add an optional question for users who receive a notification about the outcome of any reports on whether or not they were satisfied with Twitter’s decision. Twitter should annually share and publish these figures, disaggregated by category of abuse.\textsuperscript{98} – \textbf{NOT IMPLEMENTED} \textsuperscript{99}
\item Give users the option to provide a limited character count of context when making reports of violence or abuse to help moderators understand why a report has been made. Twitter should eventually test user satisfaction against reports with an added context and reports without an added context.\textsuperscript{100} – \textbf{IMPLEMENTED} \textsuperscript{101}
\item Share information with users who have filed a report of violence and abuse with links and resources for support and suggestions on how to cope with any negative or harmful effects.\textsuperscript{102} – \textbf{WORK IN PROGRESS} \textsuperscript{103}
\end{itemize}

To determine whether Twitter had implemented any of these changes, Amnesty International reviewed its most recent Transparency Report,\textsuperscript{104} relevant Help Center pages, and various letters it had sent to us over the last two years in response to our requests for updates.

Twitter’s Help Center suggests reporters of abuse receive notifications after the abuse, although it’s not entirely clear what these notifications include beyond “recommendations for additional actions [the user] can take to improve [their] Twitter experience.”\textsuperscript{105} Twitter has recently announced that they are exploring the idea of a “Safety Center: A one-stop shop for safety tools. A space where [users] can see the status of [their] reports, blocks, and activity with Twitter Service (even strikes and if [they] are close to being suspended).”\textsuperscript{106}

However, the above information is insufficient to determine whether Twitter enables the user to provide direct feedback, or whether this information is personalized to adequately address the user’s individual concern. Even if the platform does collect this data, the information does not appear in the most recent Transparency Report.\textsuperscript{107}

\begin{itemize}
\item \textsuperscript{97} Twitter letter to Amnesty, September 27, 2021.
\item \textsuperscript{98} Amnesty International, Toxic Twitter, Chap. 8; Amnesty International, Troll Patrol India, p. 49.
\item \textsuperscript{99} This indicator is unchanged from the 2020 Twitter Scorecard
\item \textsuperscript{100} Amnesty International, Toxic Twitter, Chap. 8.
\item \textsuperscript{101} This indicator is unchanged from the 2020 Twitter Scorecard
\item \textsuperscript{102} Amnesty International, Toxic Twitter, Chap. 8.
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\item \textsuperscript{105} https://help.twitter.com/en/safety-and-security/report-abusive-behavior
\item \textsuperscript{106} https://twitter.com/tapatinah/status/1375224390430961666?s=20
\item \textsuperscript{107} Twitter, Twitter Rules Enforcement, January to June 2020, https://transparency.twitter.com/en/resources.html (last accessed July 6 2021)
\end{itemize}
In letters Twitter sent to us on 29 November 2019 and 16 January 2020, they stated that they had improved their reporting flow by giving users the option to add additional context before submitting a report. The relevant Help Center page confirms that Twitter allows users to flag additional tweets. Twitter also allows users to provide additional context by selecting from a number of pre-selected options (e.g. users are prompted by the questions “How is this Tweet abusive or harmful?” and can then select such options as “It’s disrespectful or offensive”; “Includes private information”; “Includes targeted harassment”; and “It directs hate against a protected category (e.g., race, religion, gender, orientation, disability etc.).” In addition, Twitter now provides “in-timeline notice of action taken against reported Tweets.”

A Help Center page also provides additional information on reporting sensitive content. Users are prompted by the question “What issue are you having?” and can then select such options as “An account is harassing me or somebody else”; “An account is directing hate against a protected category, such as race, religion, orientation, sex, disability, or another category”; or “An account is threatening violence or physical harm”, among others.

In a letter Twitter sent to us on 12 December 2018, they updated us that they now provide “follow-up notifications to individuals that report abuse” and “recommendations for additional actions one can take to improve the experience, such as using the block or mute feature.” In the letter they sent to us on 29 November 2019, Twitter reported that users no longer see tweets they have reported. The Help Center offers the “Curation style guide” which outlines options for personalizing users’ experience on Twitter. While this points to some progress, we believe that Twitter must do more to provide users with links and resources on how to better cope with the effects of experiencing violence and abuse on the platform.

In their response to the previous report, Twitter noted “…while we support the spirit of this proposal and have done so with regards to supporting victims having a single email with the necessary resources to take reports of violent threats to law enforcement, it is unclear how this could be implemented at scale, across all of Twitter’s policies. In the case of a single policy alone, there could be a vast range of different issues at hand, with potentially hundreds of relevant partner organisations.” Twitter also clarified that their “reporting flow and in-product notifications are translated into 42 main languages.”

In their response to the current report, Twitter noted: “Improving the experience of reporting is an ongoing effort. As you captured in your letter, we are working on a reporting center and hope to have more to share very soon. We recently relaunched our Help Center in all supported languages to help make it easier for people globally to report content. In the Help Center we also clearly lay out our enforcement options which provide detailed guidance on enforcement and how penalties are assessed.” Twitter also noted that they “support organizations that provide assistance to individuals and organizations seeking rapid response emergency help.”

---

115. Email from Twitter to Amnesty, 25 August 2020.
117. Twitter letter to Amnesty, September 27, 2021.
5. **Improve the appeals process by offering more guidance to users on how the process works and how decisions are made.**

Amnesty International took into account one distinct indicator to assess Twitter’s progress:

- Provide clear guidance to all users on how to appeal any decisions on reports of abuse and clearly stipulate in its policies how this process will work.\(^{118}\) **IMPLEMENTED**\(^{119}\)

Twitter is currently alerting users that “Our support team is experiencing some delays for reviews and responses right now, but we encourage you to report all potential issues.”\(^{120}\) Before the pandemic, however, a Tweet posted by @TwitterSafety on 2 April 2019 confirmed that Twitter has vastly improved its appeals process by launching an in-app appeals process and by improving its response time to appeals requests by 60%. Twitter had also confirmed this feature in a letter to us on 29 November 2019.\(^{121}\) Twitter describes their appeals process on their Help Center, under the heading “Help with Locked or Limited Account.”\(^{122}\)

6. **Continue to educate users on the platform about the harms inflicted upon those who fall victim to abuse through public campaigns and other outreach efforts.**

Amnesty International took into account two distinct indicators to assess Twitter’s progress:

- Create public campaigns and awareness amongst users about the harmful human rights impacts of experiencing violence and abuse on the platform, particularly violence and abuse targeting women and/or marginalized groups. This should include sending a notification/message to users who are found to be in violation of Twitter’s rules about the silencing impact and risk of mental health harms caused by sending violence and abuse to another user.\(^{123}\) **WORK IN PROGRESS**\(^{124}\)

- Create public campaigns on Twitter encouraging users to utilize reporting mechanisms on behalf of others experiencing violence and abuse. This can help foster and reiterate Twitter’s commitment to ending violence and abuse on the platforms and recognize the emotional burden the reporting process can have on users experiencing the abuse.\(^{125}\) **WORK IN PROGRESS**\(^{126}\)

In November 2019, Twitter launched the Twitter Safety Program campaign. Twitter later launched the rules.twitter.com site to provide further information about how it enforces its rules. In their response to this report, Twitter stated: “This new resource is included in emails sent to individuals joining Twitter as well as links to our approach to policy development and enforcement which details factors considered by review teams when determining enforcement actions.”

In a letter dated 16 January 2020, Twitter referred to a recent pact it had signed in Mexico with various stakeholders across academia, civil society, UNESCO, and other international alliances to address
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gender-based violence in Mexico. In August 2020, Twitter stated in a subsequent letter that they had “launched a dedicated gender-based violence search prompt for hotlines and support in local languages in eight Asia Pacific markets: India, Indonesia, Malaysia, Philippines, Thailand, Singapore, South Korea, and Vietnam.” Twitter has also posted videos explaining to users how to report problematic content.

An overview of Twitter’s corporate social responsibility-related activities can be found in the 2020 Global Impact Report (published in April 2021). Of note, Twitter announced that they provided grants to nonprofit partners to “raise awareness to gender-based violence as cases surged during the so-called ‘shadow pandemic’.” Twitter also partnered with global and local stakeholders in new markets to expand prompts in Twitter’s #ThereisHelp notification service, which now reportedly provides information on gender-based violence in 24 markets. Similarly, Twitter launched global events on #SaferInternetDay2021, which included safety training and presentations.

While such initiatives specifically recognizing gender-based harm are welcome, they are overall limited to diversity and inclusion efforts, financial support to women-led campaigns or organizations, and discussing issues of gender-based violence in general without acknowledging that such violence is prevalent on the platform itself. These efforts can certainly serve to increase awareness about the harms of abuse and violence on the platform, but we believe Twitter must still do more, particularly in addressing gender-based harms. For instance, Twitter has still not implemented a feature to notify users who are found to be in violation of Twitter’s rules about the silencing impact and risk of mental health harms caused by sending violence and abuse to another user. In a November 2020 blog post, the Twitter Public Policy team took pride in the fact that “women’s rights have dominated conversations on Twitter [in 2020] with 40 million Tweets so far and counting.” However, the blog post made no acknowledgment of or reference to gender-based abuse and hate speech on the Twitter platform itself.

Another Twitter Help Center page provides some guidance on how to help someone a user knows who is being impacted by online abuse. However, Twitter should do more to encourage users to report harmful content on behalf of others experiencing violence and abuse, including explicitly encouraging users to report abuse on behalf of others.

Twitter has also committed to the World Wide Web Foundation’s framework to end online gender-based violence, and stated in their most recent letter that they would have more updates regarding this initiative in the coming months.

128. Twitter confirmed this in its letter to Amnesty, 27 September 2021.
129. Twitter, How to use Twitter | Reporting Abusive Behavior, https://www.youtube.com/watch?v=HUEjPiCDaDk (last accessed 6 July 2021)
135. Twitter letter to Amnesty, September 27, 2021. For the Web Foundation’s framework, please see webfoundation.org/2021/07/gender-equality-commitments/
ABUSE REPORT REVIEW PROCESS

7. **Provide clearer examples of what types of behavior rise to the level of violence and abuse and how Twitter assesses penalties for these different types of behavior.**

Amnesty International took into account two distinct indicators to assess Twitter’s progress:

- Share specific examples of violence and abuse that Twitter will not tolerate on its platform to both demonstrate and communicate to users how it is putting its policies into practice.136 – **IMPLEMENTED** 137
- Share with users how moderators decide the appropriate penalties when accounts users are found to be in violation of the Twitter Rules.138 – **WORK IN PROGRESS** 139

To determine whether Twitter had implemented any of these changes, Amnesty International relied on letters from Twitter, as well as public announcements of recent policy and practices updates.

In a letter dated 29 November 2019, Twitter notified us that it had updated its reporting flow “to offer more detail on what Twitter defines as a ‘protected category’ and that it had refreshed the Twitter Rules in June 2019 to simplify them and to add details such as examples, step-by-step instructions about how to report, and . . . what happens when Twitter takes action.”140 A tweet from @TwitterSafety on June 6, 2019 confirms that this rules-refresh took place indeed. In March 2020, Twitter expanded the policy to include age, disability, and disease.141 In December 2020, Twitter announced that it had further revised its hate policy to include caste, religion, race, ethnicity, and national origin. However, the blog post didn’t include an intersectional analysis on how women of underrepresented castes and religions are disproportionately impacted.142

Twitter has also started to provide additional information regarding how moderators decide the appropriate penalties, describing five factors that moderators take into account.143 These include the following criteria: “the behavior is directed at an individual, group, or protected category of people; the report has been filed by the target of the abuse or a bystander; the user has a history of violating our policies; the severity of the violation; the content may be a topic of legitimate public interest.”144

The Help Center furthermore outlines enforcement options for tweets that are in violation of community guidelines.145 These range from limiting Tweet visibility, to requiring Tweet removal and hiding a violating Tweet while awaiting removal.146 Twitter has rightfully been exploring alternative options to a binary take down/leave up approach to content moderation. Policy enforcement options now include applying a label and/or a warning message to the Tweet; showing a warning to people before they share or like a Tweet; turning off likes, replies, and retweets; and/or providing a link to additional
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In June 2021, Twitter further clarified that they “do not permit the denial of violent events, including abusive references to specific events where protected categories were the primary victims. This policy now covers targeted and non-targeted content.”

Overall, the Help Center is a platform where users can get valuable information on how to improve their experience on Twitter. Twitter has recently updated the Help Center with additional information in English and is expected to offer translations in other languages. Of note, users can learn more about “how to help someone experiencing online abuse”; “what to do about self-harm and suicide concerns on Twitter”; and how to “report abusive behavior.” We’re also pleased that Twitter will have more to share soon on their Reporting Center.

That said, Twitter should release more information on how much weight is given to the factors outlined above. Twitter should also explain how moderators decide between different penalties. Indeed, the information currently shared is vague and does not provide sufficient details around how moderators evaluate the criteria to adjudicate content. Importantly, there is no gender-specific analysis in the policies around hate speech on the platform.

8. Automation should be used in content moderation only with strict safeguards, and always subject to human judgment. As such, Twitter should clearly report on how they design and implement automated processes to identify abuse.

Amnesty International took into account one distinct indicator to assess Twitter’s progress:

- Providing details about any automated processes used to identify online abuse against women, detailing technologies used, accuracy levels, any biases identified in the results and information about how (if) the algorithms are currently on the platform.

To determine whether Twitter had implemented any of these changes, Amnesty International reviewed Twitter’s most recent Transparency Report and other publicly available blogposts, tweets, and Help Center pages related to the use of technology and automation to moderate content.

We found discussions of ways in which Twitter is using algorithmic-driven technology to take action on problematic content on a larger scale and with greater speed – for example, to combat misinformation during the current Covid-19 pandemic. As mentioned above, Twitter claims to have deployed more precise machine learning, and better detected and took action on abuse and harassment on its platform, leading to an increase of 142% in accounts actioned compared to the previous reporting period.

In its most recent letter to Amnesty, Twitter stated that today “65% of the abusive content [they] action is surfaced proactively for human review, instead of relying on reports from people using Twitter.”

147. https://techcrunch.com/2021/07/01/twitter-colorful-misinformation-labels/?guccounter=1
149. https://twitter.com/TwitterSupport/status/1407392249097318402?s=20
150. Twitter letter to Amnesty, September 27 2021.
152. This was updated from “Not Implemented” in the 2020 Twitter Scorecard
154. Twitter India Letter to Amnesty, 29 November 2019 (“More than 50% of tweets actioned on for abuse were surfaced using technology, reducing the burden on those people who may be experiencing abuse and harassment to report to us.”).
Previously, in its response to the first version of this report, Twitter had stated it relies on “automated enforcement when the policy violation is of a more serious nature (e.g. child sexual exploitation, violent extremist content)” and where it has assessed it can do so “with high accuracy.” It also stated that it does not “permanently suspend accounts based solely on our automated enforcement systems and will continue to look for opportunities to build in human review checks where they are most impactful.”

Twitter recently announced the expansion and growth of their Machine Learning (ML) Ethics, Transparency and Accountability (META) team. Currently, publicly available information related to the META work is still very vague. It outlines three goals: researching and understanding the impact of ML decisions; applying learnings to improve Twitter; sharing learnings, and asking for feedback. One publicly available output is the analysis of Twitter’s image cropping algorithm, where the model was tested for gender and race-based biases, and the compatibility with users’ capacity to make their own choices was assessed.

However, Twitter has not yet provided sufficient transparency with respect to algorithmic content moderation. At the time of writing, Twitter has given only limited insight into how it curates content and how users can curate their own timeline in this FAQ. Twitter only shares basic information related to account suggestions and Twitter “moments”. Twitter does not provide much-needed information on datasets or models, nor is there any public discussion of Twitter monitoring efforts for accuracy and bias in addressing abuse against women.

In its most recent letter to Amnesty International, Twitter recognized “the potential risks of automation” and ensured that they will “continue to balance this with safeguards and human review as part of [their] overall strategy.” Twitter also claims they “support the spirit of the Santa Clara Principles on Transparency and Accountability in Content Moderation, and are committed to sharing more detailed information about how [they] enforce the Twitter Rules in future reports.” However, there’s currently no evidence that these principles are implemented internally.

**PRIVACY & SECURITY FEATURES**

9. **Provide tools that make it easier for users to avoid violence and abuse on the platform, including shareable lists of abusive words and other features tailored to the specific types of abuse a user reports.**

Amnesty International took into account three distinct indicators to assess Twitter’s progress:

- Provide tools that make it easier for women to avoid violence and abuse, such as a list of abusive key words associated with gender or other identity-based profanity or slurs that users can choose.
from when enabling the filter function. An additional feature could allow users to easily share keywords from their mute lists with other accounts on Twitter.164 – WORK IN PROGRESS

- Offer personalized information and advice based on personal activity on the platform. For example, share useful tips and guidance on privacy and security settings when users make a report of violence and abuse. This should be tailored to the specific category of abuse users report.
  For example, a person reporting against targeted harassment could be advised how to protect themselves against fake accounts.166 – WORK IN PROGRESS

- Clearly communicate any risks associated with utilizing security features alongside simple ways to mitigate against such risks. For example, if users are taught how to mute notifications from accounts they do not follow, the risk of not knowing about any threats made against them from such accounts should be explained alongside practical ways to mitigate against such risks (e.g. having a friend monitor your Twitter account).168 – WORK IN PROGRESS

To determine whether Twitter had implemented any of these changes, Amnesty International reviewed letters we received from Twitter, as well as any public announcements of new feature launches. In addition to its older safety features like blocking and muting accounts or ensuring that communication between Twitter and users is encrypted, Twitter has launched a variety of new safety features over the last couple of years – including the ability to hide replies to Tweets, limit replies170 such as changing who can reply even after the tweet was sent,171 turn off the option for people to send emoji reactions and text replies to Fleets via direct message,172 improve the ability to mute words,173 remove followers without needing to block an account,174 new conversation settings that allow users to chose who can reply to the conversations they start,175 and a "prompt to pause" feature that asks users if they want to review a reply that includes potentially harmful or offensive language before they send it.176 Twitter is currently rolling out 'Safety Mode', which is a feature that temporarily blocks accounts for using potentially harmful language or sending repetitive and uninvited replies or mentions.177 Twitter has also prioritized people from marginalized communities and women journalists when testing Safety Mode, and collaborated with civil society organizations in this product development phase.178
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165. This indicator is unchanged from the 2020 Twitter Scorecard
166. Amnesty International, Toxic Twitter, Chap. 8
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168. Amnesty International, Toxic Twitter, Chap. 8
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178. Twitter confirmed this in its letter to Amnesty, 27 September 2021.
In Twitter's response to the previous report, it noted: "Over the past few years we have expanded people's ability to control their conversations. Aside from Mute and Block, we launched the ability to Hide replies in November 2019 and more recently as of August 2020, we launched new conversation settings that allow people on Twitter, particularly those who have experienced abuse, to choose who can reply to the conversations they start." During the initial experiment Amnesty International found that these settings prevented an average of three potentially abusive replies while only adding one potentially abusive Retweet with Comment and didn't experience a rise in unwanted Direct Messages. Public research revealed that people who face abuse find these settings helpful.

Twitter has made some progress in personalizing the information it provides to users who report abuse. In a letter sent to us on 12 December 2018, it reported that it now "provides follow-up notifications to individuals that report abuse, as well as recommendations for additional actions one can take to improve the experience, such as using the block or mute feature." Twitter should go a step further to tailor this advice to the specific category of abuse being reported by the user. For instance, Twitter has partnered with organizations like Glitch, a UK charity campaigning to end online abuse against women and champion digital citizenship, to provide targeted advice to Black Lives Matter activists. These efforts should be expanded.

Twitter has also made some progress in improving Twitter access management processes and authentication systems and improving detection and monitoring capabilities. Twitter states that "[s]imilar to how we proactively detect and alert you of suspicious behavior on your account to help you keep it secure, we have internal detection and monitoring tools that help alert us of unusual behavior or possible unauthorized attempts to access our internal tools." Twitter has also committed to invest in privacy and security tools and training for employees and contractors. As of June 2021, users have the option to use security keys as their only form of two-factor authentication (2FA). However none of these features appear to take a gender-sensitive approach.

Recent features also include the new in-app “blue badge” verification application process, which is currently being rolled out. As of 20 May 2021, Twitter provides more clarity as regards the verification eligibility in a new policy, informed by public feedback. Of note, Twitter designers also announced that they’re exploring additional features to increase user control and safety. These include prompts that give users the option to revise their reply before it’s published if it uses language that could be harmful, the ability for users to ‘untag’ themselves and restrict certain accounts from mentioning them, and other settings to control notifications and prevent further escalation of mass mentions.

179. Twitter confirmed this in its Letter to Amnesty, 27 September 2021.
Twitter has also announced plans to “[run] experiments in the near future to give users more proactive ways to curate their experience, such as providing advanced warning about the tone of a conversation they may be entering, [and explore] new ways for people to leave the conversation by controlling who can @mention them, as well as new ways people can filter out unwanted speech in their replies.”

Finally, Twitter communicates the risks associated with its safety features. In Twitter’s letter of August 2020, they note: “On risks associated with using safety features, we tell people what happens when they use our safety tools including Block, Mute, advanced Mute for words and hashtags, and what happens when individuals are blocked.” However, Twitter doesn’t clearly lay out risks or consequences of selecting specific options, nor does it suggest targeted actions that users can take to prevent or mitigate these risks.

Unfortunately, despite the above-mentioned features and progress, Twitter has still not launched the features Amnesty International has proposed in the past, such as shareable lists of keywords associated with gender or other identity-based profanity.

10. Educate users on the platform about the privacy and security features available to them through public campaigns and other outreach channels and make the process for enabling these features as easy as possible.

Amnesty International took into account one distinct indicator to assess Twitter’s progress:

- Create public campaigns and awareness on Twitter about the different safety features users can enable on the platform. Such campaigns could be promoted to users through various channels such as: promoted posts on Twitter feeds, emails, and in-app notifications encouraging users to learn how to confidently use various safety tools.

To determine whether Twitter had implemented any of these changes, Amnesty International looked at its recent blogposts, tweets, and other public announcements. For example, the relevant Help Center page provides an overview of Twitter’s key safety features on the page in short video explanations and tutorials.

Twitter noted in its response to this report that it is “continuing to invest in public campaigns and awareness on Twitter about the different safety features.” It also explained that in July 2020 it concluded “a series of experiments that notify people in-app about our safety tools and launched a notifications quality filter prompt to inform people about this option.” Most recently, Twitter launched the podcast “I Wish I Knew”, co-hosted by researchers at Twitter. The hosts share their research experience, discuss cross-functional collaboration across the company, and explore research-related issues. Twitter also launched a new blog called “Common Thread.”

Overall, Twitter should continue to run these types of campaigns and expand the channels through which they promote them, including running campaigns in local languages in those countries where

---

192. This indicator is unchanged from the 2020 Twitter Scorecard
abuse against women on the platform is increasing. Twitter should also continue to find new ways to make it as easy as possible for users to enable safety features, including offering these resources in other languages. As of November 2021, the rules.twitter.com page is available in 42 different languages.196

Twitter has also developed partnerships with gender justice-oriented organizations. It created the Trust and Safety Council to advise them on content policy-related matters.197 In partnership with UN Women and the UN Human Rights Office, Twitter recently launched custom emojis which would appear alongside localized hashtags, to spread awareness on International Day for the Elimination of Violence Against Women and Human Rights Day.198 As acknowledged above, Twitter created the hashtag #ThereIsHelp, which suggested helpful information to users searching for certain terms related to domestic and gender-based violence.199 They’ve recently expanded the feature to five additional countries, making them available in a total of 24 markets and 17 languages. While not gender-specific, Twitter has also stated its commitment to fight against anti-Asian racism and xenophobia,200 and has created resources on best practices for NGOs on account protection and safety tools, among other features. Twitter has also made a commitment to the World Wide Web Foundation’s framework to end online gender-based violence, as part of the UN Women Generation Equality Forum.201

However, the above-mentioned campaigns all look at gender-based violence from an external angle, without reflecting on Twitter’s own role in facilitating online abuse of women. Importantly, these campaigns fail to educate users on what they can do to prevent or reduce online gender-based violence on Twitter. Twitter has stated its commitment to “increase education and awareness of these types of user tools” and plans “to have more detailed updates over the next months” especially regarding the Safety Playbook they are currently working on for those users who are most often victims of abuse, such as women.202

Dear Nick and Cynthia,

Re: Tracking Twitter’s Progress on Addressing Abuse and Violence Against Women

I am writing to provide Twitter an opportunity to respond to the findings of a forthcoming report by Amnesty International.

In March 2018, Amnesty International released Toxic Twitter, exposing experiences of violence and abuse experienced by women on Twitter and failures of the social media platform to uphold its responsibility to protect this group of users.

Such abuse undermines the right of women to express themselves equally, freely and without fear. As Amnesty International described in Toxic Twitter: “Instead of strengthening women’s voices, the violence and abuse many women experience on the platform leads women to self-censor what they post, limit their interactions, and even drives women off Twitter completely.” Moreover, as highlighted in Toxic Twitter, the abuse experienced is highly intersectional, touching women of color, women from ethnic or religious minorities, lesbian, bisexual or transgender women – as well as non-binary individuals – and women with disabilities.

Since the release of Toxic Twitter, Amnesty International has published a series of other reports – including the Troll Patrol report in December 2019, measuring violence and abuse against women on Twitter, as well as reports looking at violence and abuse against women on Twitter in India and Argentina – detailing further instances of violence and abuse against women on the platform and renewing calls for Twitter to address this urgent and ongoing issue. All of these reports concluded with concrete steps Twitter should take to fulfil its human rights responsibilities moving forward.
In September 2020 Amnesty International published the first Twitter Scorecard. This Scorecard was designed to track Twitter’s global progress in addressing abusive speech against ten indicators, covering transparency, reporting mechanisms, the abuse report review process, and enhanced privacy and security features. These indicators were developed based on recommendations that Amnesty International has made in the past regarding how Twitter can best address abusive and problematic content.

According to the 2020 Scorecard, we found that Twitter had made no progress in implementing three of the indicators, had made some progress implementing six of the indicators, and had fully implemented one of the indicators.

As you know, companies, wherever they operate in the world, have a responsibility to respect all human rights. This is an internationally endorsed standard of expected conduct. The corporate responsibility to respect requires Twitter to take concrete steps to avoid causing or contributing to human rights abuses and to address human rights impacts with which they are involved, including by providing effective remedy for any actual impacts. It also requires them to seek to prevent or mitigate adverse human rights impacts directly linked to their operations or services by their business relationships, even if they have not contributed to those impacts. In practice, this means Twitter should be assessing—on an ongoing and proactive basis—how its policies and practices impact on users’ rights to non-discrimination, freedom of expression and opinion, as well other rights, and taking steps to mitigate or prevent any possible negative impacts.

We are currently preparing the second Twitter Scorecard, gauging Twitter’s progress in addressing violence and abuse experienced by women on the platform. We have found that, compared to last year, Twitter has made relatively little progress.

Please find attached an Annex that details our analysis and findings. We would welcome any further information from Twitter to help inform this report. We would be grateful to receive your response to these points and to the analysis below by close of business September 21st; if we receive your response at a later date we may not be able to fully reflect it in the report. We will use your response in our report and campaigning materials, including using verbatim quotes. We will also publish your response on our website.

Please respond by email to mkleinman@aiusa.org.

We welcome the opportunity to continue the dialogue with Twitter on these questions.

Yours sincerely,

Michael Kleinman
Director, Silicon Valley Initiative
Dear Michael,

Thank you for once again sharing the findings of your Twitter Scorecard assessment regarding abuse and violence against women on Twitter.

We continue to pursue our mission to protect the health of the public conversation on Twitter and we’ve invested considerable resources devoted to this space. As your report highlighted, we believe we have made progress, but know that much of our work continues. We thank you for your detailed review and for this opportunity to provide you with an update on our efforts.

We maintain the belief that a one-size-fits all approach fails to take into account important distinctions between services, while solutions and investments that fall outside of your categories do not translate to an accurate representation of our progress to date. At Twitter we’re committed to experimenting in public with product solutions that help address the fundamental problems our users are facing, and empowering them with controls to set their own experience. While many of these changes are not directly captured in your report scorecard, we believe these improvements will ultimately enable our most vulnerable communities to better engage in free expression without fear, a goal we share with Amnesty.

Transparency

On July 14, 2021 we launched our Twitter Transparency Report 18. As noted previously, in our new Transparency Center, we’ve expanded our Rules Enforcement metrics to include an increased range of policies and a more granular look at the actions we take, breaking down the total accounts actioned, the number of accounts suspended, and the number of pieces of content removed. We believe these metrics provide meaningful transparency and insight into how many accounts were actioned and which policies they violated. The most recent update illustrates that there
was a 77% increase in the number of accounts actioned for violations of our hateful conduct policy.

We’re always looking for ways to share more context about our enforcement of the Twitter Rules. As you captured in your letter, we’ve also added new metrics, including the number of “impressions” or views, violative Tweets received prior to removal, as well as information about the adoption of two-factor authentication. In total, impressions on violative Tweets accounted for less than 0.1% of all impressions for all Tweets globally, from July 1 through December 31. During this time period, Twitter removed 3.8 million Tweets that violated the Twitter Rules; 77% of which received fewer than 100 impressions prior to removal, with an additional 17% receiving between 100 and 1,000 impressions. Only 6% of removed Tweets had more than 1,000 impressions. More broadly, as we work to remove harmful, violative content quickly and at scale, these numbers represent both our present efficiency and where improvement is needed. Our goal is to improve these numbers over time, taking enforcement action on violative content before it’s even viewed.

It is important to note that we often action content for a different rule violation than that which was reported, which could lead to some of the asks in your report leading to confusion about the basis of our actions. As we have previously discussed, there is a wider issue about how we could quantify country-level data and how accurate these different calculations would be; for example, individuals can be located in one country and report Tweets sent by someone in a different country. As we stated previously, providing insight into how many accounts were actioned and which policies they violated is a cleaner and more descriptive way of documenting all known instances of abuse on Twitter.

In the area of content moderation, we have previously noted our disagreement with Amnesty’s recommendation and outlined that our strategy is one that combines human moderation capacity with technology. Measuring a company’s progress or investment on these important and complex issues with a measure of how many people are employed is neither an informative or useful metric, and only serves to further entrench the largest companies with the greatest resources.

Regarding appeals data, we remain committed to expanding our future transparency reports with more granular data, including appeals data, and
that goal remains a work in progress. However, in the meantime, we are striving to be more transparent with our users in other formats, such as timely transparency in the product itself. This is a key area we’re investing in as we believe it is more valuable to our users to receive this information in-app rather than requiring them to reference our Transparency Report. We continue to experiment with our approach, such as prompting users if they want to appeal for a sensitive media or misinformation label directly in the product. In-app suspension banners are another way we’re communicating with users when they log in, thereby ending reliance on email for these notifications; these banners also provide a link to appeal.

Given these workstreams underway, we believe the Scorecard assessment for item 3 should be changed to Work in Progress.

**Reporting Mechanisms and Abuse Report Process**

Improving the experience of reporting is an ongoing effort. As you captured in your letter, we are working on a reporting center and hope to have more to share very soon.

We recently relaunched our Help Center in all supported languages to help make it easier for people globally to report content. In the Help Center we also clearly lay out our enforcement options which provide detailed guidance on enforcement and how penalties are assessed.

In addition, we support organizations that provide assistance to individuals and organizations seeking rapid response emergency help. As you noted, we have partnered with health authorities and nonprofit organizations in 27 markets to expand our #ThereIsHelp notification service. When people search terms associated with gender-based violence on Twitter, they will receive a notification with contact information for local hotlines and other resources to encourage them to reach out for help.

This June, as part of the UN Women Generation Equality Forum, we committed to the Web Foundation’s framework to end online gender based violence. This pledge was the culmination of a year-long consultation process with over a hundred women focused NGOs to discuss solutions for online gender based violence. Many of the solutions proposed are projects we already have underway, and we are looking forward to sharing more updates in the coming months.
Automation

We appreciate your update to a Work in Progress around our automation technology. We continue to step up the level of proactive enforcement across the service and invest in technological solutions to respond to ever-evolving malicious online activity. Today, by using technology, 65% of the abusive content we action is surfaced proactively for human review, instead of relying on reports from people using Twitter.

Although this technology has allowed us to take action on problematic content on a larger scale and with greater speed, we remain aware of the potential risks of automation and continue to balance this with safeguards and human review as part of our overall strategy.

Thank you for highlighting our new ML Ethics, Transparency and Accountability (META) team, and the public results we shared around the testing of our image cropping algorithm for gender and race-based biases. We are excited about the potential impact this team will have on our automation workstreams and we look forward to sharing more results publicly.

Privacy and Security Features

We believe Privacy is about more than protecting data, but also about giving users tools to help create a personalized Twitter experience where they can feel safe.

We have recently added additional privacy and security check-up features such as improving the ability to remove followers from either a public or protected account without needing to block an account, which can at times result in retaliation.

We also have been exploring features to increase user control and safety. We launched new conversation settings that allow people on Twitter, particularly those who have experienced abuse, to choose who can reply to the conversations they start.

As you cited, we now have the ability to hide replies to Tweets, and to change who can reply mid way through a conversation. We are also in the process of testing Safety Mode, a feature that temporarily autoblocks
accounts that use potentially harmful language or send repetitive and uninvited replies or mentions. As a more personalized way to mute and block in real time without the need to share lists, we hope this feature will prove to be a more effective solution by removing the burden on the user. During the product development phase of Safety Mode, we brought in for consultation our civil society Trust and Safety Council, as well as female-identifying journalists and others from marginalized communities, to ensure we had input directly from those most affected when designing and testing this feature.

Another new feature to note is our prompt to pause- when we detect potentially harmful or offensive language in a reply, we may ask people via a prompt if they want to review it before sending and consider a more considerate reply.

We will also begin running experiments in the near future to give users more proactive ways to curate their experience, such as providing advanced warning about the tone of a conversation they may be entering. In addition, we are exploring new ways for people to leave the conversation by controlling who can @mention them, as well as new ways people can filter out unwanted speech in their replies. Filter and Limit controls are about empowering users to proactively prevent potentially harmful interactions and letting users control the tone of their own conversations. As always we are gathering public feedback on Twitter to help shape our work.

Our next step is to increase education and awareness of these types of user tools, and we plan to have more detailed updates over the next months. We recently collaborated on an initiative with the United Nations Envoy on Youth to publish a Youth Digital Safety Checklist to help guide users on how to check and safeguard their digital footprint on Twitter. We also look forward to sharing more around a Safety Playbook we are currently working on specifically for those users who are most often victims of abuse, such as women. It will be easily accessible for users to reference and better understand the various tools at their disposal for improving their experience on Twitter in real time.

Finally, we just published a new dedicated space on our blog called Common Thread where we share stories and interviews about the health of the public conversation on Twitter and the work ahead of us. We hope this
space provides insight into how we think about tough problems and delivers on our goal to bring more transparency to our work.

As always, we appreciate this opportunity to work with you to ensure our platform is serving the needs of its most vulnerable communities and we welcome further dialogue with you on these issues.

Best wishes,

Nick Pickles
Global Head of Public Policy Strategy, Development and Partnerships
AMNESTY INTERNATIONAL IS A GLOBAL MOVEMENT FOR HUMAN RIGHTS. WHEN INJUSTICE HAPPENS TO ONE PERSON, IT MATTERS TO US ALL.